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Abstract

A parallel memetic global optimization algorithm suitable for shared memory multicore systems is proposed and analyzed. The considered algorithm combines two well-known and widely used population-based stochastic algorithms, namely Particle Swarm Optimization and Differential Evolution, with two efficient and parallelizable local search procedures. The sequential version of the algorithm was first introduced as MEMPSODE (MEMetic Particle Swarm Optimization and Differential Evolution) and published in the CPC program library. We exploit the inherent and highly irregular parallelism of the memetic global optimization algorithm by means of a dynamic and multilevel approach based on the OpenMP tasking model. In our case, tasks correspond to local optimization procedures or simple function evaluations. Parallelization occurs at each iteration step of the memetic algorithm without affecting its searching efficiency. The proposed implementation, for the same random seed, reaches the same solution irrespectively of being executed sequentially or in parallel. Extensive experimental evaluation has been performed in order to illustrate the speedup achieved on a shared-memory multicore server.
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Nature of problem: Numerical global optimization of real valued functions is an indispensable methodology for solving a multitude of problems in science and engineering. Many problems exhibit a number of local and/or global minimizers, expensive function evaluations or require real-time response. In addition, discontinuities of the objective function, non-smooth and deceitful landscapes constitute challenging obstacles for most optimization algorithms.

Solution method: We implement a memetic global optimization algorithm that combines stochastic, population-based methods with deterministic local search procedures. More specifically, the Unified Particle Swarm Optimization and the Differential Evolution algorithms are harnessed with the derivative-free Torczon’s Multi-Directional Search and the gradient-based BFGS methods. The produced hybrid algorithms possess inherent parallelism. The OpenMP tasking model is employed to take advantage of this inherent parallelism and produce an efficient software implementation. The proposed implementation reaches the same solution irrespectively of being executed sequential or in parallel, given the same random seed.

Restrictions: The current version of the software uses only double precision arithmetic. An OpenMP-enabled (version 3.0 or higher) compiler is required.

Unusual features: The software requires bound constraints on the optimization vari-
ables.

**Running time:** The running time depends on the complexity of the objective function (and its derivatives if used) as well as on the number of available cores. Extensive experimental results demonstrate that the speedup closely approximates ideal values.
1 Introduction

Numerical global optimization is an indispensable tool that has been widely applied on many scientific problems [1]. Usually, the solution of a problem is translated to the detection of global minimizer(s) of a properly defined objective function. Also, suboptimal solutions of acceptable quality can be obtained by closely approximating the actual global minimizers of the problem. In order to achieve such solutions within reasonable time and resource constraints, and algorithms shall maintain proper trade-off between their exploration (diversification) and exploitation (intensification) properties. Unfortunately, these two requirements are habitually conflicting for most algorithms. For example, modern stochastic optimization approaches such as Evolutionary Algorithms (EAs) [2,3] and Swarm Intelligence (SI) methods [4] are characterized by high exploration capabilities but lack the solution refinement properties of local search approaches [5].

Hybridization of optimization methods of different nature has proved valuable in addressing the aforementioned shortcomings [6]. In this context, an important family of global optimization algorithms has been developed, namely the Memetic Algorithms [7–9]. They stemmed from the necessity for powerful algorithms where the global exploration capability of EAs and SI approaches [2,4,10–15] is complemented with the efficiency and accuracy of standard Local Search (LS) techniques [5,16,17]. The combination and interaction between the two types of algorithms promotes the diffusion of their achievements by harnessing their strengths and generates algorithmic schemes that can tackle complex objective functions [18].

Another important issue in optimization problems is the running time of the algorithms. Demanding problems are usually accompanied by long execution times, attributed to their high computational demands and the complexity of the objective function. There are several applications where the time for a single function call is substantial, not to mention applications where real-time response is required. Such applications are frequently met in molecular biology, computational chemistry, engineering, aircraft design, and space trajectory planning [1,19–21].

Parallelization can drastically reduce the required processing time to find a solution. Parallelism in optimization methods can be found at various levels, including,

(i) function and gradient evaluations,
(ii) linear algebra computations,
(iii) operators of the optimization algorithms.

Global optimization algorithms that take advantage of parallel and distributed architectures are particularly suitable for solving problems with high computational requirements. The emerging multi-core architectures provide a cost-effective solution for high-performance optimization. Notwithstanding the large number of parallel global optimization algorithms in the literature, there are only a few practical implementations. Among the most representative are NOMAD [22,23], PaGMO/PyGMO [24,25], PGO [26], VTDIRECT95 [27], and pCMALib [28].

In this framework, the present paper introduces a parallel version of the recently proposed MEMPSODE software [29]. MEMPSODE implements a global optimization algorithm that falls into the category of Memetic Algorithms. It combines the exploration properties of two very popular population-based algorithms, namely Unified Particle Swarm Optimization (UPSO) and Differential Evolution (DE), with the strong convergence properties of the local search procedures implemented in the Merlin optimization environment [30]. MEMPSODE searching efficiency has been extensively examined in [31–34]. The proposed Parallel MEMPSODE (p-MEMPSODE) implementation adopts UPSO and DE as global search components, and integrates a quasi-Newton line search method that employs BFGS [5] updates as well as the Torczon’s Multi-Directional Search (MDS) method [35]. Inheriting all convergence and exploration properties from its predecessor, p-MEMPSODE aims to reduce the execution time on multicore servers.

The decision for using BFGS was based on its efficiency and popularity for smooth functions optimization, as well as its requirement for only first order derivatives that can be numerically approximated in parallel. On the other hand, MDS is an efficient, well studied, derivative-free method suitable for discontinuous functions, while it is inherently parallel. Both these methods satisfy our basic incentive to create a powerful hybrid optimization scheme with parallelizable components that can tackle the large runtime of various optimization problems. In order to achieve this on shared-memory multicore platforms, we used the OpenMP [36] tasking model, which allows for efficient exploitation of multiple levels of parallelism. Moreover, the choice of OpenMP offers portability and straightforward usage of our software.

Parallelization occurs at each iteration step of MDS and BFGS with numerical derivatives and does not modify their internal operations. Therefore, for a given starting point, the same minimum is retrieved executing the same number of iterations and function evaluations and irrespectively of the software being executed sequentially or in parallel. The same stands for the global components of the algorithm (UPSO and DE), where parallelization is also applied
at their iteration level without affecting their outcome.

In the following sections, we describe in detail the parallelization properties and implementation of the proposed p-MEMPSODE implementation. Two levels of parallelism are exploited in order to achieve high performance and acceleration in execution time. Task spawning raises several issues due to its stochastic and irregular nature. Since we cannot foresee how many computational tasks may emerge at each iteration of the algorithm, task spawning and execution is self-adaptive to the specific instance of the algorithm.

2 Description of the Algorithms

The general algorithmic scheme implemented in p-MEMPSODE is based on a modified version of the serial algorithm implemented in [29]. It belongs to the category of Memetic Algorithms and combines the UPSO and DE algorithms with deterministic local searches that further exploit the best detected solutions. The hybridization strategy is essentially the same as presented in [29]. However, due to its sequential structure, the Merlin optimization environment is no longer employed in p-MEMPSODE. Instead, two local optimization algorithms that admit high parallelization are used. All algorithms as well as the hybrid scheme are described in the following sections.

2.1 Unified Particle Swarm Optimization

Particle Swarm Optimization (PSO) was originally introduced by Eberhart and Kennedy [37,38]. The algorithm employs a swarm of search agents, called particles, which iteratively probe the search space by changing their position according to an adaptable velocity (position shift). Also, the best position detected by each agent is stored in memory and it is exchanged among particles that belong in the same neighborhood.

Putting it formally, consider the \( n \)-dimensional continuous optimization problem,
\[
\min_{x \in \mathbb{R}^n} f(x),
\]
where the search space \( X \) is an orthogonal hyperbox in \( \mathbb{R}^n \), i.e., \( X \equiv [l_1, r_1] \times [l_2, r_2] \times \cdots \times [l_n, r_n] \). A swarm is a group of \( N \) particles (search agents), \( S = \{x_1, x_2, \ldots, x_N\} \). Each particle assumes a current position,
\[
x_i = (x_{i1}, x_{i2}, \ldots, x_{in})^T \in X, \quad i \in I,
\]
an adaptable velocity (position shift),

\[ v_i = (v_{i1}, v_{i2}, \ldots, v_{in})^\top, \quad i \in I, \]

and a memory of the best position it has visited so far,

\[ p_i = (p_{i1}, p_{i2}, \ldots, p_{in})^\top \in X, \quad i \in I, \]

where \( I = \{1, 2, \ldots, N\} \). The swarm and velocities are usually initialized randomly and uniformly within the search space.

Also, each particle assumes a *neighborhood*, which is defined as a set indices of other particles with which it exchanges information,

\[ N_i = \{i - m, \ldots, i - 1, i, i + 1, \ldots, i + m\}. \]

This is the well known *ring* neighborhood topology [39], which assumes that the two ends of the ring coincide, i.e., the indices recycle at the ends. If all neighborhoods include the whole swarm, the *gbest PSO model* is defined. Otherwise, we have the case of the *lbest PSO model*.

Let \( g_i \) denote the best particle in \( N_i \), i.e.,

\[ g_i = \arg\min_{j \in N_i} f(p_j), \]

and \( t \) denote the algorithm’s iteration counter. Then, the particle positions and velocities are updated at each iteration as follows [40]:

\[
\begin{align*}
    v_{ij}^{(t+1)} &= \chi \left[ v_{ij}^{(t)} + c_1 r_1 (p_{ij}^{(t)} - x_{ij}^{(t)}) + c_2 r_2 (p_{gij}^{(t)} - x_{ij}^{(t)}) \right], \\
    x_{ij}^{(t+1)} &= x_{ij}^{(t)} + v_{ij}^{(t+1)},
\end{align*}
\]

(2)

where \( i \in I, \ j = 1, 2, \ldots, n; \ \chi \) is the *constriction coefficient*; \( c_1 \) and \( c_2 \) are positive constants called *cognitive* and *social* parameter, respectively; and \( r_1, r_2 \), are random numbers drawn from a uniform distribution in the range \([0, 1]\).

The best position of each particle is also updated at each iteration as follows,

\[
    p_{ij}^{(t+1)} = \begin{cases} 
        x_{ij}^{(t+1)}, & \text{if } f \left( x_{ij}^{(t+1)} \right) < f \left( p_{ij}^{(t)} \right), \\
        p_{ij}^{(t)}, & \text{otherwise}.
    \end{cases}
\]

(4)

Clerc and Kennedy [40] provided a stability analysis of the PSO model described above, resulting in a relation among its parameters,

\[
    \chi = \frac{2}{|2 - \phi - \sqrt{\phi^2 - 4\phi}|},
\]

(5)
for $\varphi = c_1 + c_2 > 4$, from which the default parameter set, $\chi = 0.729$, $c_1 = c_2 = 2.05$, was derived.

*Unified PSO* (UPSO) generalizes the basic PSO scheme by combining the lbest and gbest models, in order to harness their exploration/exploitation properties. Let $G_i^{t+1}$ and $L_i^{t+1}$ denote the velocity of $x_i$ in the gbest and lbest PSO model, respectively [41,42], i.e.,

$$G_i^{t+1} = \chi \left[ v_{ij}^{(t)} + c_1 r_1 \left( p_{ij}^{(t)} - x_{ij}^{(t)} \right) + c_2 r_2 \left( p_{gj}^{(t)} - x_{ij}^{(t)} \right) \right],$$  \hspace{1cm} (6)

$$L_i^{t+1} = \chi \left[ v_{ij}^{(t)} + c_1 r_1 \left( p_{ij}^{(t)} - x_{ij}^{(t)} \right) + c_2 r_2 \left( p_{gj}^{(t)} - x_{ij}^{(t)} \right) \right],$$  \hspace{1cm} (7)

where $g$ is the index of the overall best particle, i.e.,

$$g = \arg \min_{j=1,\ldots,N} f(p_j).$$

Then, UPSO updates the particles and velocities as follows [41,42],

$$U_{ij}^{t+1} = u G_{ij}^{t+1} + (1-u) L_{ij}^{t+1},$$  \hspace{1cm} (8)

$$x_{ij}^{t+1} = x_{ij}^{(t)} + U_{ij}^{t+1},$$  \hspace{1cm} (9)

where $i \in I$, $j = 1,2,\ldots,n$, and the parameter $u \in [0,1]$ is called the *unification factor* and it balances the trade-off between the two models. Obviously, the standard lbest PSO model corresponds to $u = 0$, and the gbest PSO model is obtained for $u = 1$. All intermediate values $u \in (0,1)$ produce combinations with diverse convergence properties.

UPSO can also assume a mutation operator that resembles mutation in EAs, inducing further diversity in the swarm. The reader is referred to the main MEMPSODE software [29] for further details.

### 2.2 Differential Evolution

*Differential Evolution* (DE) was introduced by Storn and Price [43,44]. It works similarly to PSO, assuming a population $P = \{x_1,x_2,\ldots,x_N\}$ of search points, called *individuals*, that probe the search space $X \subset \mathbb{R}^n$. Again, the population is randomly initialized following a uniform distribution within the search space.

Each individual is an $n$-dimensional vector (candidate solution),

$$x_i = (x_{i1},x_{i2},\ldots,x_{in})^\top \in X, \quad i \in I,$$
where \( I = \{1, 2, \ldots, N\} \). The population \( P \) is iteratively evolved by applying the mutation and recombination operators on each individual. Mutation produces a new vector \( v_i \) for each individual \( x_i \), by combining some of the rest individuals of the population. There are various operators for this task. Some of the most popular are the following:

OP1: \[
v_i^{(t+1)} = x_g^{(t)} + F \left( x_{r_1}^{(t)} - x_{r_2}^{(t)} \right), \tag{10}\]

OP2: \[
v_i^{(t+1)} = x_r^{(t)} + F \left( x_g^{(t)} - x_{r_3}^{(t)} \right), \tag{11}\]

OP3: \[
v_i^{(t+1)} = x_i^{(t)} + F \left( x_g^{(t)} - x_{r_4}^{(t)} - x_{r_2}^{(t)} \right), \tag{12}\]

OP4: \[
v_i^{(t+1)} = x_g^{(t)} + F \left( x_{r_1}^{(t)} - x_{r_3}^{(t)} + x_{r_2}^{(t)} - x_{r_5}^{(t)} \right), \tag{13}\]

OP5: \[
v_i^{(t+1)} = x_{r_1}^{(t)} + F \left( x_{r_2}^{(t)} - x_{r_3}^{(t)} - x_{r_4}^{(t)} - x_{r_5}^{(t)} \right), \tag{14}\]

where \( t \) denotes the iteration counter; \( F \in (0, 1] \) is a fixed user-defined parameter; \( g \) denotes the index of the best individual in the population; and \( r_j \in \{1, 2, \ldots, N\}, \ j = 1, 2, \ldots, 5, \) are mutually different randomly selected indices that differ also from the index \( i \). All vector operations in Eqs. (10)-(14) are performed componentwise.

After mutation, recombination is applied to produce a trial vector,

\[
u_i = (u_{i1}, u_{i2}, \ldots, u_{in}), \quad i = 1, 2, \ldots, N,
\]

for each individual. This vector is defined as follows:

\[
u_{ij}^{(t+1)} = \begin{cases} v_{ij}^{(t+1)}, & \text{if } R_j \leq CR \text{ or } j = RI(i), \\ x_{ij}^{(t)}, & \text{if } R_j > CR \text{ and } j \neq RI(i), \end{cases}
\]

where \( j = 1, 2, \ldots, n; \ R_j \) is a random variable uniformly distributed in the range \([0, 1]; \ CR \in [0, 1] \) is a user-defined crossover constant; and \( RI(i) \in \{1, 2, \ldots, n\} \), is a randomly selected index. Finally, each trial vector \( u_i \) is compared against its original individual \( x_i \) and the best between them comprise the new individual in the next generation, i.e.,

\[
x_i^{(t+1)} = \begin{cases} u_i^{(t+1)}, & \text{if } f(u_i^{(t+1)}) < f(x_i^{(t)}), \\ x_i^{(t)}, & \text{otherwise}. \end{cases}
\]

DE is a relatively greedy algorithm that can be very efficient under proper parameter setting. The reader is referred to [29] for further implementation details.
2.3 Local Search

As already mentioned, the Merlin optimization environment, which was the main local search provider for the MEMPSODE software, was abandoned in the present work due to its serial nature. Instead, two LS approaches were selected such that nested parallelization could be achieved. The first level corresponds to the individual particles of the swarm and the second level to the execution of the LS procedures. We acknowledge the need of LS algorithms that work on discontinuous and noisy functions, as well as the necessity of a robust algorithm for continuous well-behaved functions. For these reasons, the selected algorithms are Torczon’s Multi-Directional Search (MDS) \cite{35} and the BFGS \cite{5} quasi-Newton method with either parallel numerical or analytical derivatives. Although BFGS with analytical derivatives is not parallel \emph{per se}, it achieves great performance on many continuously differentiable cases. In the following subsections we give a brief introduction to the MDS and BFGS algorithms, which are not provided in the corresponding MEMPSODE references \cite{29}.

2.3.1 Multi-Directional Search

In the early 90s, the \textit{Multi-Directional Search} (MDS) algorithm was introduced by Torczon \cite{35}. MDS operates on the $n+1$ vertices of an $n$-dimensional simplex defined in the search space. It applies a sequence of \textit{reflection}, \textit{expansion}, and \textit{contraction} operators on the edges of the simplex and, under mild assumptions, it provides guaranteed convergence to a local minimum \cite{45}. MDS was devised to operate without using derivative information of the objective function but only concurrent function evaluations.

If $t$ denotes the iteration counter, the corresponding simplex consists of $n+1$ points,

$$S^{(t)} = \{x_0^{(t)}, x_1^{(t)}, \ldots, x_n^{(t)}\}, \quad x_i^{(t)} \in X \subset \mathbb{R}^n.$$  

The barycenter of the simplex,

$$x_c^{(t)} = \frac{1}{n+1} \sum_{i=0}^{n} x_i^{(t)},$$

is considered as the approximation to the minimizer. The objective function is evaluated at all vertices of the simplex and the indices are rearranged such that,

$$f \left( x_0^{(t)} \right) = \min_{i=0, \ldots, n} f \left( x_i^{(t)} \right),$$

i.e., the \textit{best} vertex (the one with the smallest function value) is always $x_0^{(t)}$.

The transition to the next iteration is performed by pivoting the simplex.
around $x_0^{(t)}$ and attempting a reflection step. The objective function is then evaluated at the $n$ reflected vertices of the simplex. If a better point is obtained, then an expansion step is attempted to produce an even larger reflected simplex. On the other hand, if the reflection step fails to improve the best point, a contraction step is attempted to reduce the size of the considered simplex.

The procedure is repeated until a termination criterion is satisfied. This criterion can be a maximum number of iterations or function evaluations or a number of consequent non-improving iterations. The MDS algorithm is presented in the pseudocode of Procedure MDS. Apparently, the function evaluations in lines 7, 12, and 22, are independent, hence, they can be performed in parallel.
Procedure BFGS($f$, $x^{(0)}$, $x^*$)

<table>
<thead>
<tr>
<th>Input</th>
<th>Objective function, $f : S \subset \mathbb{R}^n \to \mathbb{R}$; starting point: $x^{(0)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>Approximation of the minimizer: $x^*$</td>
</tr>
</tbody>
</table>

// Initialization
1 $B^{(0)} = I$
2 $g^{(0)} = \nabla f(x^{(0)})$
3 for $k \leftarrow 1, 2, \ldots$
   // Linear system solution
4 Solve $B^{(k)} d^{(k)} = -g^{(k)}$
   // Line search
5 Set $x^{(k+1)} = x^{(k)} + \lambda^{(k)} d^{(k)}$, where $\lambda^{(k)}$ satisfies the Wolfe conditions (1) and (2)
   // Derivative evaluation
6 Calculate $g^{(k+1)} = \nabla f(x^{(k+1)})$
   // BFGS update
7 $y^{(k)} = g^{(k+1)} - g^{(k)}$
8 $s^{(k)} = x^{(k+1)} - x^{(k)}$
9 $B^{(k+1)} = B^{(k)} - \frac{B^{(k)} s^{(k)} s^{(k)\top} B^{(k)}}{y^{(k)\top} s^{(k)}} + \frac{y^{(k)} y^{(k)\top}}{y^{(k)\top} y^{(k)}}$
10 Stop if convergence criterion is met
11 end
12 Set $x^* = x^{(k+1)}$

2.3.2 BFGS Algorithm

The BFGS algorithm falls into the category of quasi-Newton methods [5,17]. Quasi-Newton algorithms assume that, at each iteration $k$, a point $x^{(k)}$, the gradient $g^{(k)}$, and an approximation $B^{(k)}$ to the Hessian matrix, are available. Then, a descent direction $d^{(k)}$ is computed by solving the linear system,

$$B^{(k)} d^{(k)} = -g^{(k)},$$

and a line search is initiated from $x^{(k)}$ along the search direction $d^{(k)}$. The outcome of the line search is a scalar step $\lambda^{(k)}$ that leads to the next approximation,

$$x^{(k+1)} = x^{(k)} + \lambda^{(k)} d^{(k)}.$$ 

The step $\lambda^{(k)}$ is properly selected to satisfy the Wolfe conditions,

$$f \left(x^{(k)} + \lambda^{(k)} d^{(k)}\right) \leq f \left(x^{(k)}\right) + \rho \lambda^{(k)} g^{(k)\top} d^{(k)},$$

$$\nabla f \left(x^{(k)} + \lambda^{(k)} d^{(k)}\right)\top d^{(k)} \geq \sigma \nabla f \left(x^{(k)}\right)\top d^{(k)},$$

where $\rho \in (0, 1)$ and $\sigma \in (\rho, 1)$.

The iteration is completed by updating the approximate Hessian matrix $B^{(k)}$ using only first-order derivative information from $x^{(k)}$ and $x^{(k+1)}$. The algorithm is given in Procedure BFGS.
2.4 Memetic Strategies

The MEMPSODE software implements the memetic strategies proposed in [46] for the application of local search:

**Strategy 1:** LS is applied only on the overall best position \( p_g \) of the swarm.

**Strategy 2:** LS is applied on each locally best position, \( p_i, i \in I \), with a prescribed fixed probability, \( \rho \in (0, 1] \).

**Strategy 3:** LS is applied both on the best position \( p_g \) as well as on some randomly selected locally best positions \( p_i, i \in I \).

The application of a LS can either take place at each iteration or after a specific number of iterations. Also, for practical reason, only a small number of particles are considered as start points for LS, following the suggestions in [47]. The corresponding DE strategies assume only the corresponding individuals in the population. The reader is referred to [29] for further details. In the current p-MEMPSODE implementation, the aforementioned strategies were retained.

3 Parallelization Issues

3.1 Parallelizing PSO and DE

The structure of both PSO and DE is intrinsically parallel and perfectly suits the well established master-worker execution model. The master retains the current and best positions in the PSO case and the population for the DE case. It creates \( N \) function evaluation tasks for the workers. A synchronization point exists at the end of each iteration of the algorithm so that the master retrieves all new function values before updating swarm velocities and positions or DE individuals.

Recently, asynchronous implementations have been proposed for PSO [48]. In such cases, there is no synchronization point and the updating step is performed by the master using the currently available information. Preliminary experiments have shown that although the synchronized version may achieve faster convergence, asynchronous task handling can increase parallel efficiency.

Although the synchronous variant has been followed in p-MEMPSODE, no loss of parallel efficiency is guaranteed by the employment of a dynamic nested parallelization scheme (see following sections). The synchronization point at the end of each iteration ensures that the approximation of the minimizer will
not be affected by parallel or sequential execution of the algorithm.

3.2 Parallelizing MDS and BFGS

MDS is an inherently parallel method. At each iteration, at least \( n \) function evaluations can be performed concurrently. In the simplest implementation, three synchronization points for \( n \) function evaluation tasks can be included in lines 8, 13, and 23 of Procedure MDS. Alternatively, one may concurrently execute the reflection, expansion, and contraction steps by launching \( 3n \) function evaluation tasks. In this case, the best simplex is chosen for the next iteration after gathering all results. Increasing the number of concurrent tasks may lead to better parallel efficiency on larger computational systems.

Regarding the BFGS algorithm, since we consider function evaluations as the major computational tasks, the essential source of parallelization lies in the parallel estimation of derivatives. Numerical differentiation via finite differences can also be efficiently implemented using the master-worker model [49].

It is obvious that parallelizing each iteration of MDS or BFGS using synchronization points does not affect the minimum approximation and the required number of iterations and function evaluations. That means that executing the parallel algorithms, from the same starting point, either in parallel or sequentially, they will lead to the same minimizer having consumed the same number of function evaluations.
3.3 Parallelizing the Memetic Algorithm

The stochastic nature of its components, renders the Memetic Algorithm a difficult case for effective parallelization. The basic loop of the algorithm spawns $N$ independent tasks, each one associated with a specific particle/individual. Some of these tasks are simple function evaluations (FE) while the rest are local searches (LS). The probability $\rho$ controls which particles will execute FE (approximately $(1 - \rho) \times N$ particles) and which will initiate a local search (approximately $\rho \times N$ particles).

An LS algorithm may require several hundreds of function evaluations, thus its computational cost is substantially large. On the other hand, a worker, i.e. processing unit, that is assigned an FE task is expected to finish much sooner than a worker executing an LS. One way to achieve higher efficiency is to introduce an additional level of parallelism inside the LS task, by assigning new tasks to processors that have already finished their FEs. This requires the use of parallel local searches like MDS or BFGS with parallel numerical derivatives.

In the case that we employ MDS as the LS component, we introduce a second level of parallelism. At this inner level, $n$ independent calls to the objective function are made for the computation of the reflection simplex and, subsequently, $n$ calls for expansion and $n$ calls for contraction. The distribution of tasks in this case is shown in Fig. 1, where the computational tasks are depicted in square boxes and represent function evaluations. The iterations of the MDS procedure are not known beforehand, unless we choose a single termination criterion that is based on the maximum number of iterations or

Fig. 2. Execution task graph for the memetic scheme with BFGS local search.
function evaluations. However, in practice, termination criteria based on the proximity to the solution are habitually used. In this way, wasting of computational resources is avoided.

When the user selects the BFGS algorithm, there are two alternative task distribution schemes based on whether parallel numerical or analytical derivatives are used. The task graph of the first case is shown in Fig. 2(a). Here, the iterative local optimization spawns an inner-level group of at least \( n \) tasks that correspond to function evaluations required for the gradient calculation. On the other hand, when analytical derivatives are employed the task graph of the memetic algorithm is the one illustrated in Fig. 2(b). In this case, lengthy first level tasks are created. Thus, in the best case, the total runtime will be equal to the lengthiest local search task.

3.4 OpenMP directives

According to the above presentation, the parallelism of the Memetic Algorithm is highly irregular and depends on several factors:

(a) The swarm-size and the probability of performing local searches.
(b) The time steps required by the local optimization for finding a minimum.
(c) The dimensionality and execution time of the objective function.

An efficient parallel implementation requires flexible management of this dynamic and highly irregular nested parallelism. To achieve this on shared-memory platforms, we employed the OpenMP [36] tasking model.

Tasks were first introduced in OpenMP v.3.0, aiming to extend the expressiveness of the programming model beyond loop-level and coarse-grain parallelism. Both function evaluations and MDS calls are expressed with OpenMP tasks, with the latter dynamically spawning further function evaluation tasks.

Specifically, only a single team of threads for all levels of parallelism is created. The master thread runs an implicit task, which is the primary task of the application and it executes the main loop of the algorithm, while it iteratively spawns first-level tasks using the task construct. The rest of the threads reach the end of the parallel region and begin the execution of these tasks. The primary task then encounters a taskwait construct and waits for its children tasks to complete, while the master thread participates in their execution too.

Any OpenMP thread that executes an MDS task, dynamically spawns additional tasks at the innermost level of parallelism, following the same fork-join (master-worker) approach. The underlying OpenMP runtime library is responsible for the scheduling of all these tasks across the available cores.
The OpenMP tasking model allows to instantiate the task graph of the hybrid algorithm in a straightforward way and effectively exploit the multiple levels of parallelism. In addition, due to the single team of threads, our parallel application avoids the overheads and performance implications of OpenMP nested parallel regions.

Listing 1. OpenMP directives in MDS

```c
while (termination_condition()) {
    k = minimum_simplex(fu, n); // Find minimum simplex point k
    swap_simplex(u, fu, n, k, 0); // Swap minimum and first point
    // rotation step
    fr[0] = fu[0];
    for (i = 1; i < n + 1; i++) {
        r[i] = u[0] - (u[i] - u[0]);
        #pragma omp task shared(fr, r, n) firstprivate(i)
        Objective_F(&r[i], n, &fr[i]);
    }
    #pragma omp taskwait
    k = minimum_simplex(fr, n);
    if (fr[k] < fu[0]){
        expand = 1;
        if (expand){ // expand
            fec[0] = fu[0];
            for (i = 1; i < n + 1; i++) {
                ec[i] = u[0] - mu * ((u[i] - u[0]));
                #pragma omp task shared(fec, ec, n) firstprivate(i)
                Objective_F(&ec[i], n, &fec[i]);
            }
            #pragma omp taskwait
            kec = minimum_simplex(fec, n);
            if (fec[kec] < fr[k]) {
                assign_simplex(u, fu, ec, fec, n);
            } else {
                assign_simplex(u, fu, r, fr, n);
            }
        } else { // contract
            fec[0] = fu[0];
            for (i = 1; i < n + 1; i++) {
                ec[i] = u[0] + theta * ((u[i] - u[0]));
                #pragma omp task shared(fec, ec, n) firstprivate(i)
                Objective_F(&ec[i], n, &fec[i]);
            }
            #pragma omp taskwait
            assign_simplex(u, fu, ec, fec, n);
        }
    }
} /* while termination */
```

Listing 2. OpenMP directives in the core of the memetic scheme

```c
// Define which particles will perform local searches
for (i = 0; i < M; i++) {
    if (drand48() < P) {
        eval[i] = 0;
        local[i] = 1;
    }
}
```
4 Software Description

The proposed p-MEMPSODE software can be built either as a standalone executable or as a library that exports a user callable interface. Like its serial predecessor, all algorithmic parameters are controlled by a rich variety of options, while all its components are written in ANSI C.

The software also contains a set of sample objective functions, including an interface to the Tinker [50] package for molecular mechanics calculations. During optimization, p-MEMPSODE prints informative messages on the screen and, upon termination, appropriate output files are created. For installation instructions and detailed examples we refer the reader to the extensive readme file in the software distribution.
4.1 User-Defined Subroutines

The user must provide the following subroutines:

(1) void Objective_F (double x[], int n, double *f)
   Returns the value of the objective function evaluated at \( x \).
   \( x \) (input) Array containing the evaluation point.
   \( n \) (input) Dimension of the objective function.
   \( f \) (output) Objective function value.

(2) void Bounds_F(double l[], double r[], int n)
   Returns the double-precision array \( l \) with the lower bounds and the
double-precision array \( r \) with the upper bounds of the variables.
   \( n \) (input) Dimension of the objective function.
   \( l \) (output) Array containing the lower bounds.
   \( r \) (output) Array containing the upper bounds.

For the first order derivatives, the gradient is also needed:

(3) void Objective_G (double x[], int n, double g[])
   Returns the gradient vector evaluated at \( x \).
   \( x \) (input) Array containing the evaluation point.
   \( n \) (input) Dimension of the objective function.
   \( g \) (output) Gradient vector.

4.2 Installation and Use: Standalone Version

Assuming that the above user-defined subroutines are included in file \texttt{fun.c},
the standalone executable can be built using the \texttt{make} utility:

\texttt{make OBJECTIVE=fun}

Then the user can define the number of OpenMP threads that will be used to
carry out parallel computation by issuing the command:

\texttt{export OMP_NUM_THREADS=8}

Subsequently, execution is initiated from the command line:
mempsode -d 20 -a pso -l 2 -m 3 -s 100 -f 10000

dimension of the problem
choice between UPSO and DE
memetic scheme
local search
swarm size maximum
function evaluations

The above commands execute p-MEMPSODE on 8 OpenMP threads using UPSO (option -a pso) for the 20-dimensional provided objective function (option -d 20), swarm size 100 (option -s 100), maximum number of function evaluations 10000 (option -f 10000), the second memetic scheme (option -l 2) and the third local search procedure (BFGS with analytic derivatives) (option -m 3).

Algorithm specific parameters can be defined using the command line arguments -B for BFGS and -T for MDS, which are presented below along with their default values:

(1) BFGS parameters: -B="param1=value param2=value ..."
- \text{feps}=1.e-8 \quad \text{Function value termination criterion tolerance.}
- \text{xeps}=1.e-8 \quad \text{X-termination criterion tolerance.}
- \text{geps}=1.e-8 \quad \text{Gradient norm termination criterion tolerance.}
- \text{rho}=1.e-4 \quad \text{Line search } \rho \text{ parameter.}
- \text{sigma}=0.9 \quad \text{Line search } \sigma \text{ parameter.}
- \text{maxiter}=300 \quad \text{Maximum number of iterations.}
- \text{maxfevals}=1000 \quad \text{Maximum number of function evaluations.}
- \text{lsiter}=30 \quad \text{Maximum number of line search iterations.}

(2) MDS parameters: -T="param1=value param2=value ..."
- \text{mu}=2.0 \quad \mu \text{ parameter.}
- \text{theta}=0.5 \quad \theta \text{ parameter.}
- \text{maxiter}=300 \quad \text{Maximum number of iterations.}
- \text{maxfevals}=1000 \quad \text{Maximum number of function evaluations.}

A complete list of all available command line options is provided in the distribution or through the command:

\text{mempsode -h}

During the optimization procedure the software provides printout information (iterations, function evaluations, minimum objective function value) and upon termination a detailed message containing the minimum, the total number of function evaluations, the number of local searches etc. In addition, the number of tasks executed by each of the OpenMP threads can be retrieved.
4.3 Installation and Use: Library Version

The p-MEMPSODE software can be also built as a library by issuing the command:

`make lib`

This command creates the file `libmempsode.a`, which contains a set of interface routines. To render them usable, the user must provide appropriate function calls, as illustrated below:

```c
#include "mempsode.h"
...
init_mempsode();
set_mempsode_iparam("dimension", 20);
set_mempsode_cparam("algorithm", "pso");
set_mempsode_iparam("memetic", 2);

/* Use BFGS with analytic derivatives */
set_mempsode_iparam("local-search", 3);

/* Set maximum BFGS iterations */
set_mempsode_cparam("bfgs-params", "maxiter=300");

set_mempsode_iparam("swarm-size", 100);
set_mempsode_iparam("max-fun-evals", 10000);
mempsode();
get_mempsode_min("minval", &val);
...
```

The above code sets various p-MEMPSODE parameters, calls the main optimization routine, and finally retrieves the best function value found. Assuming that file `main.c` contains the above code fragment and file `fun.c` contains the objective function, they can be linked with the p-MEMPSODE library as follows:

```
gcc main.c fun.c -L/path/to/mempsode -I/path/to/mempsode -lmempsode -fopenmp
```

The complete list of interface routines as well as various installation options are described in the software distribution.
5 Sample Applications

In order to examine the parallel efficiency of p-MEMPSODE, we provide three categories of sample applications. The first one considers the global minimization of multimodal objective functions. For this purpose, four widely used multimodal test function were chosen. Since parallel algorithms are more useful in cases of computationally demanding objective functions, an artificial delay was added to each function call.

The other two applications refer to molecular conformation problems using pairwise and Tinker potentials. The parallel p-MEMPSODE software was tested on a multicore server with 16-core AMD Opteron CPUs and 16GB of RAM. The software was compiled under Linux 2.6 with GNU gcc 4.7 and OpenMP 3.1.

5.1 Application on Artificial Test Functions

To measure the parallel efficiency of our implementation under different parameter configurations we used a set of standard multimodal test functions (see Table 2). These test problems are widely used in the literature to assess the quality of global optimization algorithms. Since we are interested in the parallel speedup, we added artificial delays of 1ms and 10ms to each function call.

Table 1
Experimental setting for the Rastrigin test function

<table>
<thead>
<tr>
<th>Setting</th>
<th>Probability ((\rho))</th>
<th>Dimension ((n))</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>0.01</td>
<td>30</td>
</tr>
<tr>
<td>E2</td>
<td>0.01</td>
<td>50</td>
</tr>
<tr>
<td>E3</td>
<td>0.01</td>
<td>100</td>
</tr>
<tr>
<td>E4</td>
<td>0.05</td>
<td>30</td>
</tr>
<tr>
<td>E5</td>
<td>0.05</td>
<td>50</td>
</tr>
<tr>
<td>E6</td>
<td>0.05</td>
<td>100</td>
</tr>
<tr>
<td>E7</td>
<td>0.1</td>
<td>30</td>
</tr>
<tr>
<td>E8</td>
<td>0.1</td>
<td>50</td>
</tr>
<tr>
<td>E9</td>
<td>0.1</td>
<td>100</td>
</tr>
<tr>
<td>E10</td>
<td>0.2</td>
<td>30</td>
</tr>
<tr>
<td>E11</td>
<td>0.2</td>
<td>50</td>
</tr>
<tr>
<td>E12</td>
<td>0.2</td>
<td>100</td>
</tr>
</tbody>
</table>
Preliminary experiments indicated that using delays larger than 10ms does not affect the speedup measurements, hence we excluded them from the analysis. We note that p-MEMPSODE retrieves the global minimizer in all cases reported, provided a large number of available function evaluations.

<table>
<thead>
<tr>
<th>Function</th>
<th>Formula</th>
<th>Minimizer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rastrigin</td>
<td>( f(x) = 10n + \sum_{i=1}^{n} (x_i^2 - 10 \cos(2\pi x_i)) )</td>
<td>( f^* = 0, \quad x^* = (0,0,\ldots,0)^T )</td>
</tr>
<tr>
<td>Ackley</td>
<td>( f(x) = 20 + \exp(1) - 20\exp\left(-0.2\sqrt{\frac{1}{n} \sum_{i=1}^{n} x_i^2}\right) - \exp\left(\frac{1}{n} \sum_{i=1}^{n} \cos(2\pi x_i)\right) )</td>
<td>( f^* = 0, \quad x^* = (0,0,\ldots,0)^T )</td>
</tr>
<tr>
<td>Griewank</td>
<td>( f(x) = \sum_{i=1}^{n} \frac{x_i^2}{4000} - \prod_{i=1}^{n} \cos\left(\frac{x_i}{\sqrt{i}}\right) + 1 )</td>
<td>( f^* = 0, \quad x^* = (0,0,\ldots,0)^T )</td>
</tr>
<tr>
<td>Schwefel</td>
<td>( f(x) = 418.9829 \cdot n - \sum_{i=1}^{n} x_i \sin\left(\sqrt{</td>
<td>x_i</td>
</tr>
</tbody>
</table>

We tested all the LS algorithms implemented in the software. In Table 1 we define 12 different parameter configurations by varying the probability of local search and the dimension of the objective function. The swarm size was set equal to the dimension for each case.

The probability \( \rho \) controls the number of parallel LS tasks launched at each iteration in the outer parallelization level. The dimension \( n \) also defines the number of concurrent function evaluations in the case of MDS and BFGS with numerical derivatives, at the inner parallelization level. Small probability and dimension result in small number of tasks. Increasing these quantities also increases the number of parallel tasks, which theoretically favors parallel efficiency. We also expect more parallel tasks to be spawned as the swarm size increases.

Figure 3 illustrates the achieved speedup when MDS was used as the LS component. The results are arranged in a \( 3 \times 2 \) grid. Each row of figures corresponds to a specific swarm size and each column to a specific computational delay level (left column: 1ms, right column: 10ms). Each figure illustrates the speedup for the 12 different parameter settings of Table 1, on 1, 2, 4, 8, and 16 processors. The ideal speedup is the corresponding horizontal line per number of processors.

As we can see, almost perfect speedup is obtained for both delay values, even for the case of 16 processors. As expected, inferior performance is observed when the number of parallel tasks is relatively small (Experiment E1 with swarm size 30), while the best performance is achieved when the number of tasks is high (Experiment E12 with swarm size 100).

The case of BFGS with numerical derivatives is illustrated in Figure 4. All speedup measurements with varying swarm size (a single row in Figure 4)
Fig. 3. Results with 1ms delay (first row) and 10ms delay (second row) using MDS.

Fig. 4. Results with 1ms delay (first row) and 10ms (second row), using BFGS with numerical derivatives.
Fig. 5. Results with 1ms delay (first row) and 10ms delay (second row), using BFGS with analytic derivatives.

show increase with increasing swarm size. Furthermore, the speedup increases as a function of probability of local search and dimensionality. For all swarm sizes, experiment E12 (high dimensionality, high probability) exhibits better speedup than E1 (low dimensionality, low probability). The spikes in the 16-processor line for the 100-D cases E3, E6 and E9, indicate that the speedup is mainly affected by the dimensionality of the problem.

In Figure 5 we present results using the BFGS with analytical derivatives. As expected the serial nature of the original BFGS algorithm deteriorates the parallel efficiency of the whole scheme. The number of LS tasks (affected by the swarm size and the probability of LS) is not large enough to keep many processors busy, causing severe load imbalance. Notice that in the extreme case of E12, a mean number of $100 \cdot 0.2 = 20$ LS are created in every iteration. When 16 processors are available, these LS are distributed in two passes. In the first pass one LS per processor will be assigned (16 tasks) and that will leave the second pass with approximately 4 tasks remaining. So in the second pass the majority of the processors (75%) will remain idle. As a result, an average speedup of 4 is achieved when 4, 8 or 16 processors are used.

However, additional experiments using BFGS with analytical derivatives on larger swarm sizes and dimensions, showed that the speedup is again approximating the ideal. The reason is the increasing number of concurrent lo-
cal searches that are launched using these settings. In Fig. 6, we report the speedup for dimension $n = 100$, swarm size 1000 and 5000, respectively, and probability of LS $\rho = 0.2$ and 0.5.

The remaining test functions were also studied for the 12 configurations of Table 1, again using artificial delays of 1 and 10ms. The resulting charts are grouped together in a Supplementary Material section in the end this document. The reported speedup values in all cases, are similar to the ones reported for the Rastrigin function. The only significant difference occurs when BFGS with analytical derivatives was applied to the Griewank function (Fig. 16). The speedup reported in this figure is greater than the one reported for the Rastrigin, Ackley and Schwefel functions (Figs. 5, 13, 19) and this can be attributed to the increased complexity of the Griewank objective.

Fig. 6. Speedup using BFGS with analytic derivatives on the 100-dimensional Rastrigin test function.

5.2 Application on Atomic Clusters using Pairwise Energy Potentials

Pairwise energy potentials are mathematical models used to calculate the total energy in a cluster of atoms. Minimizing this energy with respect to the coordinates of the atoms, corresponds to finding a stable conformation of the
cluster. In the case of pairwise potentials, the total energy of the system consisting of $N_{\text{atoms}}$ atoms can be calculated as:

$$U_{\text{tot}} = \sum_{i=1}^{N} \sum_{j<i}^{N} E(r_{ij})$$

(19)

Here the quantity $E(r_{ij})$ is the pairwise interaction energy between the $i$-th and $j$-th atoms and

$$r_{ij} = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2 + (z_i - z_j)^2}$$

is the distance between atom $i$ located at $(x_i, y_i, z_i)^T$ and atom $j$ located at $(x_j, y_j, z_j)^T$. Different formulations for $E(r_{ij})$ lead to different potentials and hence different conformations in space. Different pairwise energies to describe interactions for various classes of atoms have been proposed over the last years.

In the present work we use p-MEMPSODE to minimize three well known pairwise energy potentials (Lennard-Jones, Morse and Girifalco). The purpose of these benchmarks is to estimate the parallel efficiency of the software. Since the objective function is analytic and first order derivatives are available, we focused on the hybrid scheme that applies BFGS with analytical derivatives.

5.2.1 Lennard Jones Potential

The Lennard-Jones potential [51] is a simple model that approximates the interaction between a pair of neutral atoms or molecules (van der Waals interaction). It is considered a relatively good and universal approximation and due to its simplicity is often used to describe the properties of gases.

Formation of Lennard-Jones clusters have been extensively used as global optimization benchmark problems. The potential energy of the cluster is given by:

$$E(r_{ij}) = 4\varepsilon \left[ \left( \frac{\sigma}{r_{ij}} \right)^{12} - \left( \frac{\sigma}{r_{ij}} \right)^{6} \right],$$

(20)

where $r_{ij}$ is the distance between atoms $i$ and $j$. This function, for reduced units ($\sigma = \varepsilon = 1$), is implemented in the file `lj.c` of the p-MEMPSODE source code distribution.

We tested the speedup of p-MEMPSODE on a relatively large molecule of 100 atoms, which results in a problem of dimension $n = 300$. Each call for this specific instance of the Lennard-Jones objective function takes approximately 1 ms on a single core of the multicore server. We tested large swarm sizes (100, 500, and 1000) with probabilities set to 0.1, 0.2, and 0.3, respectively.
Figure 7 depicts the achieved speedups. We can easily notice that when 16 processors were utilized, the speedup ranged from 9.26 up to 11.07. This evidence is in accordance with the experiment results for the Rastrigin function with large swarm size and probability value (see Fig. 6). Again, it is apparent that larger swarms lead to more local searches and hence better speedup.

5.2.2 Morse Potential

The Morse potential [52] is a convenient model for the potential energy of diatomic molecules. Morse clusters are also considered a particularly tough test system for global optimization. The potential energy of the cluster is given by:

\[ E(r_{ij}) = \epsilon \left[ e^{-n\beta(r_{ij} - r_0)} - ne^{-\beta(r_{ij} - r_0)} \right] \]  

(21)

The parameter \( r_0 \) is the distance which corresponds to the minimum of the potential and \( \epsilon(n - 1) \) is the energy of the potential at its minimum. The parameters \( \beta \) and \( n \) define the steepness of the potential.

We measured the speedup of p-MEMPSODE using the same settings as in the Lennard-Jones case (100 atoms). The runtime of this instance of the objective function is approximately 1ms. The results are shown in Figure 8 and are very similar to those observed for the Lennard-Jones potential.

5.2.3 Girifalco Potential

The Girifalco potential [53] was derived as an effective potential of the fullerene-fullerene interaction. A fullerene is a molecule composed of carbon in the form of a hollow sphere or ellipsoid. The formula of this potential is given by:
Algorithm. Imbalance is introduced by the BFGS, affecting the parallel performance of for convergence compared to the other two cases. That means that higher load lower in this case. Further analysis revealed that for the Girifalco potential, the BFGS algorithm exhibits larger variance in the number of steps required for convergence compared to the other two cases. That means that higher load imbalance is introduced by the BFGS, affecting the parallel performance of algorithm.

\[ E(r_{ij}) = -\alpha \left( \frac{1}{s_{ij}(s_{ij} - 1)^3} + \frac{1}{s_{ij}(s_{ij} + 1)^3} - \frac{2}{s_{ij}} \right) + \beta \left( \frac{1}{s_{ij}(s_{ij} - 1)^9} + \frac{1}{s_{ij}(s_{ij} + 1)^9} - \frac{2}{s_{ij}} \right) \]

where \( s_{ij} = \frac{r_{ij}}{2a} \), \( \alpha = \frac{N_c^2 A}{12(2a)^6} \), \( \beta = \frac{N_c^2 B}{90(2a)^{12}} \). Here \( N_c \) is the number of carbon atoms of the fullerene, \( a \) defines the minimum position and the quantities \( A = 19.97 \) and \( B = 34809 \) are calculated empirically.

In this experiment we used p-MEMPSODE to calculate clusters of 100 fullerenes each one consisting of \( N_c = 60 \) carbon atoms. The results are shown in Figure 9. Although the same general trend is observed, the speedups are slightly lower in this case. Further analysis revealed that for the Girifalco potential, the BFGS algorithm exhibits larger variance in the number of steps required for convergence compared to the other two cases. That means that higher load imbalance is introduced by the BFGS, affecting the parallel performance of algorithm.
5.3 Application on Tinker Potential

The Tinker potential energy function was used in [29] to demonstrate the efficiency of the serial MEMPSODE version. In that example, the minimum energy conformation of a gas phase Alanine octamer was found. In the present work, we use the same example to measure the speedup of the p-MEMPSODE software.

The Tinker software package contains a Fortran implementation of the Amber [54] force field used in this study and in [29]. Tinker makes heavy use of common blocks for inter-subroutine communication. Since OpenMP threads share the same address space, concurrent Tinker function evaluations will be erroneous. To deal with this issue, we spawn separate Tinker server processes, one for each OpenMP thread. Each server calculates the same potential within its own memory space and communicates with p-MEMPSODE via Unix-domain sockets. This special implementation reduces the communication overhead while allowing concurrent Tinker evaluations to be issued by multiple OpenMP threads on a single computer system.

6 Conclusions

It this work, the parallel implementation of a hybrid global optimization algorithm that combines population based methods with local searches is proposed. The components of the hybrid algorithm were chosen mainly due to their inherent parallelization capabilities. The parallelization of the presented method results in an irregular, two-level task graph, considering function evaluations as basic computational tasks. The implementation is based on the OpenMP tasking model which provides seamless extraction and efficient execution of nested task-based parallelism. Thorough experimental testing on
a server with 16 cores revealed that the proposed parallel implementation harnesses the power of multicore architectures and drastically reduces the execution time of the hybrid optimization algorithm.
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(a) Swarm size 30.  (b) Swarm size 50.  (c) Swarm size 100.

(d) Swarm size 50.  (e) Swarm size 30.  (f) Swarm size 100.

Fig. 11. Ackley function results with 1ms delay (first row) and 10ms delay (second row) using MDS.

(a) Swarm size 30.  (b) Swarm size 50.  (c) Swarm size 100.

(d) Swarm size 30.  (e) Swarm size 50.  (f) Swarm size 100.

Fig. 12. Ackley function results with 1ms delay (first row) and 10ms delay (second row), using BFGS with numerical derivatives.
Fig. 13. Ackley function results with 1ms delay (first row) and 10ms delay (second row), using BFGS with analytic derivatives.

Fig. 14. Griewank function results with 1ms delay (first row) and 10ms delay (second row) using MDS.
Fig. 15. Griewank function results with 1ms delay (first row) and 10ms delay (second row), using BFGS with numerical derivatives.

Fig. 16. Griewank function results with 1ms delay (first row) and 10ms delay (second row), using BFGS with analytic derivatives.
Fig. 17. Schwefel function results with 1ms delay (first row) and 10ms delay (second row) using MDS.

Fig. 18. Schwefel function results with 1ms delay (first row) and 10ms (second row), using BFGS with numerical derivatives.
Fig. 19. Schwefel function results with 1ms delay (first row) and 10ms delay (second row), using BFGS with analytic derivatives.