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\textbf{A B S T R A C T}

We present results from the shape optimization of linked bodies for drag reduction in simulations of incompressible flow at moderate Reynolds numbers. The optimization relies on the covariance matrix adaptation evolution strategy (CMA-ES) and the flow simulations use vortex methods with the Brinkman penalization to enforce boundary conditions in complex bodies. We exploit the inherent parallelism of CMA-ES, by implementing a multi-host framework which allows for the distribution of the expensive cost function evaluations across parallel architectures, without being limited to one computing facility. This study repeats in silico for the first time Ingo Rechenberg’s pioneering wind tunnel experiments for drag reduction that led to the inception of evolution strategies. The simulations confirm that the results of these experimental studies indicate a flat plate is not the optimal solution for drag reduction in linked bodies. We present the vorticity field of the flow and identify the governing mechanisms for this drag reduction by the slightly corrugated linked plate configuration.

\textcopyright 2010 Elsevier Ltd. All rights reserved.

1. Introduction

Shape optimization for applications related to drag reduction is an increasingly important area of research in fluid mechanics due to the ever increasing concerns on aerodynamic energy efficiency. As shape optimization has progressed over the years, significant advancements in its capabilities have been developed. Major contributions starting with the analysis of energy loss in Stokes flow over various shapes \cite{1–3} paved the way for research to come. One of the major challenges in shape optimization problems is that the majority of flows of engineering interest are unsteady, e.g., fluctter, buffeting, dynamic stalls, and, to improve design performance, unsteady simulations are necessary thus, drastically increasing the computational cost. Further challenges include the highly inhomogeneous and intermittent nature of industrial flows \cite{4}, thus requiring the use of sophisticated computational and optimization approaches for dynamically adaptive simulations of high Reynolds number turbulent flows.

One of the key issues in developing effective approaches for shape optimization is the ability to model arbitrary flow geometries that can be easily modified in an automated fashion as part of the optimization process. This automation may imply the automated discretisation of the computational domain (without human interference) for accurate and computationally efficient flow simulations. Body fitted meshes usually result in more accurate flow simulations but in an automated design cycle one may question the value of the additional computational time required for the generation of these meshes. Furthermore, the reliance on human interference in the process of mesh generation, makes such meshes rather impractical for large scale optimization, especially when the flow geometry and, consequently, the mesh can be drastically different between different flow realizations. Reducing computational costs associated with the grid generation and more importantly full automation is one of the main task in developing robust approaches in flow optimizations. In this work we explore the use of Brinkman penalization \cite{5,6} for shape optimization of fluid flows. The definition of the flow geometry using Brinkman volume penalization is simplified and automated: solid obstacles are modeled as porous media with porosity and permeability approaching zero. The main advantage of Brinkman penalization, compared to other techniques that allow for simulations past complex geometries using regular grids such as immersed boundary methods, is that the error between the solutions of penalized and non-penalized equations can be estimated rigorously in terms of the penalization parameter \cite{7}. Furthermore, it can be shown that the solution of the penalized equations converges to the exact solution in the limit as the penalization parameter tends to zero \cite{5,8}.

The efficiency of the flow solvers are very important to optimization strategies that require large numbers of iterations such as genetic algorithms and evolution strategies. Here, we employ the method of evolution strategy \cite{9} that was originally pioneered by Rechenberg and motivated by shape optimization for drag reduction in fluid mechanics. Rechenberg performed wind tunnel experiments in linked flat plates and changed their relative orientation.
so as to obtain minimal drag. In his work optimizing the orientation of one plate at a time as well as the use of approximate gradients always led to curved geometries far from the perceived optimum of aligned linked bodies that amount to a flat plate. He then devised the concept of evolution strategies by performing random mutations to the angles of the linked bodies using a Galton box (Galtonbrett). Following this pioneering work, in the last 40 years there have been a number of advances in the development of effective ES and in particular with an emphasis on fluid mechanics problems [10–15,4]. Recent efforts [13–15,4] that aim to provide a mathematically consistent framework for ES have led to the development of the covariance matrix adaptation-evolution strategy (CMA-ES). The CMA-ES has been proven to be robust and effective in handling noise, multi-modality, and discontinuities in the cost function. In this work CMA-ES was extended to provide a multi-host framework able to distribute the computational load due to cost function evaluations across several parallel architectures. Such multi-host framework enhances CMA-ES performances in terms of available computational power as it allows the user to gather resources without being limited to only one computing facility.

In this work we combine remeshed vortex methods [16–19] along with Brinkmann penalization [20] for simulations of two dimensional flows past linked bodies, thus providing an in silico validation of the original experiments presented by Rechenberg. The simulations enable the quantification of the vortical structures that in turn enable the identification of the drag reduction mechanisms.

The paper is structured as follows: In Section 2 we introduce the shape optimization problem. Section 3 presents the methodologies employed to tackle such problem. Section 4 discusses the results and outlines future work.

2. Evolutionary strategy for shape optimization

In 1973, Ingo Rechenber, devised the first evolution strategy in order to optimize for drag reduction a set of linked flat plates [9]. His experimental setup (Fig. 1d) consisted of six flat plates connected by hinges at their extremities. The relative angle between the plates could be manually regulated in order to produce different structure configurations. He performed two experiments involving different global arrangements of the linked bodies with the axis of the flow, that hereafter are referred as Experiments 1 and 2. In this work we repeat these two experiments in simulations of 2D flows past linked plates.

In both experiments the parameters that determine the final structure are the five angles shown in Fig. 1a. These five angles are the parameters to be optimized. In this work, the five dimensional search space is bound in order to limit the number of infeasible configurations. The bounds are illustrated in Table 1a for Experiment 1 and in Table 1b for Experiment 2.

In Experiment 1, one extremity of the structure was constrained leaving to the corresponding plate only one degree of freedom, namely the angle of rotation. The second extremity was let free to rotate, and displace horizontally, while the vertical position...

Fig. 1. Geometrical configurations of (a) Experiment 1, (b) Experiment 2 and (c) single plate as implemented in this work. (d) Original experimental setup by Rechenberg [9].
was constrained to be aligned with the first extremity (Fig. 1a). In our computational experiments each cost function evaluation consists of a simulation of flow past the structure at Reynolds number \( Re = 1000 \) for an incompressible, viscous fluid. During every simulation the generated drag \( C_D \) is tracked over time in order to compute the following cost function \( f \) to be minimized:

\[
f = \frac{1}{T_2 - T_1} \int_{T_1}^{T_2} C_D dT, \quad T = 2U_t / L_t,
\]

where \( C_D \) is the drag coefficient, \( T \) the dimensionless time, \( t \) the physical time, and \( U_{t0} \) the unperturbed velocity of the flow. For Experiment 1 we set \( T_1 = 80 \) and \( T_2 = 100 \). We chose this time interval for the drag averaging to avoid the initial transient and to account for oscillations in the drag evolution.

In Experiment 2, an offset was imposed in the vertical direction of the second extremity of the structure (Fig. 1b). The magnitude of the vertical displacement was set to \( \text{offset} = 6 \) of the second extremity of the structure (Fig. 1b). The magnitude of the vertical displacement was set to \( \text{offset} = 6 \) of the second extremity of the structure (Fig. 1b).

### 3. Methodology

#### 3.1. Remeshed vortex particle method with Brinkman penalization

We consider a two-dimensional incompressible flow governed by the Navier–Stokes equations in their vorticity–velocity formulation:

\[
\frac{\partial \omega}{\partial t} + (\mathbf{u} \cdot \nabla) \omega = \nu \Delta \omega,
\]

\[
\nabla \cdot \mathbf{u} = 0,
\]

where \( \omega = \nabla \times \mathbf{u} \) is vorticity and \( \nu \) is the kinematic viscosity. In vortex methods the vorticity field is discretized by a linear superposition of particles. They carry a strength \( \Gamma_i = \int \omega dx \), where \( V \) is the particle volume. Particles are displaced according to the velocity field \( \mathbf{u} \) and their strength is recomputed to account for the diffusion term. In order to avoid Lagrangian distortion, a remeshing approach is used, i.e. particle strengths are interpolated through a high order kernel onto an underlying regular grid at the end of each step [16,21,22]. In this work we used the third order accurate interpolation kernel \( M_3 \) [18]. The presence of the particles on a regular grid, after remeshing, allows the use of fast discretization of the differential operators and fast grid based Poisson solvers.

\[
\nabla^2 \Phi = - \nabla \times \omega.
\]

We used a second order approximation of the diffusion operator and a Fourier Poisson solver extended for unbounded domains [23]. The presented remeshed vortex method is coupled with the Brinkman penalization [24,25], as it was introduced for vortex particle methods [20,26], in order to account for the presence of an obstacle \( O \) immersed in the fluid. Such model approximates the no-slip boundary condition at the boundary of the obstacles \( \partial O \) by adding to the Navier–Stokes equations a penalization term:

\[
\frac{\partial \omega}{\partial t} + (\mathbf{u} \cdot \nabla) \omega = \nu \Delta \omega - \frac{1}{\eta} \frac{1}{|O|} \int_{\partial O} \mathbf{v} \cdot \mathbf{n},
\]

\[
\nabla \times \mathbf{u} = 0,
\]

where \( \eta \ll 1 \) is the penalization factor (in this work \( \eta = 10^{-4} \)) and \( \Omega_0 (0 \leq \Omega_0 \leq 1) \) is the mollified characteristic function that localizes the obstacle \( O \) in the flow field:

\[
\Omega_0 \left\{ \begin{array}{ll}
0 & d < -\epsilon, \\
\left[ 1 + \frac{d}{\epsilon} + \frac{1}{2\epsilon} \sin \left( \frac{\pi d}{\epsilon} \right) \right] & |d| \leq \epsilon, \\
1 & d > \epsilon,
\end{array} \right.
\]

where \( d \) is the signed distance function and \( \epsilon \) is the mollification length. In this work we set \( \epsilon = 2\sqrt{2}/h \), \( h \) being the grid spacing. It is important to note that as \( \eta \to 0 \), it was proved theoretically by Carbou and Fabrie [8] that the error of the solution of the penalized equations (Eqs. 5 and 6) is bounded by \( \| \mathbf{u} - \mathbf{u}_b \| \leq C \eta^{1/2} h \). Furthermore, \( \eta \) is an arbitrary parameter, independent of the spatial or temporal discretization, and thus the boundary conditions can be enforced to any desired accuracy by choosing \( \eta \) appropriately, provided that the penalized equations are properly resolved. This property distinguishes the Brinkman method from other penalization schemes and allows the error to be controlled precisely.

The main advantage of the Brinkman penalization is that Eqs. (5) and (6) are valid on the whole domain, providing a simple way to deal with complex geometries. Furthermore the force \( \mathbf{F} \) acting on the obstacle is recovered by integrating the penalization term in Eq. (5). Finally, the implemented approach comprises the good stability properties of vortex methods for convection [18].

#### 3.2. Covariance matrix adaptation-evolutionary strategy

The shape optimization problem addressed in this work is non-linear, likely multimodal and inherently noisy. Furthermore the cost function derivatives in terms of the optimization parameters are not readily available and their estimation would be computationally expensive and possibly inaccurate. In order to circumvent these difficulties we obtained the cost function using the flow solver as a black box and tackled the optimization problem via an evolutionary algorithm, instead of using a gradient based method. We employed the covariance matrix adaptation-evolutionary strategy (CMA-ES) [13,27,14]. CMA-ES samples a multivariate normal distribution, which is progressively learned from past samples and adapted based on the information gathered in the course of the optimization. This algorithm, in its rank-\( \mu \) and weighted recombination form, has been proven to be robust and effective in handling noise, non-linearity and multi-modality in the cost function [15].

The formulation of CMA-ES is given in Algorithm 1. At the beginning of each generation, a population of \( \lambda \) individuals \( \mathbf{y}_i \) is sampled (Eqs. (7)–(9)) from a multivariate normal distribution \[ \mathcal{N} (\mathbf{m}, \sigma^2 \mathbf{C}) \], characterized by mean \( \mathbf{m} \), overall standard deviation \( \sigma \) and covariance matrix \( \mathbf{C} \). Such individuals are then evaluated through the cost function \( f \) (Eq. 10) and ranked from the best to the worst, according to the corresponding cost function value. Given the best \( \mu \) individuals, \( \mathbf{m}, \sigma \) and \( \mathbf{C} \) are updated in a derandomized fashion to increase the probability of sampling good individuals in the next generation Eqs. (11)–(15).

**Algorithm 1.** CMA-ES in its rank-\( \mu \) and weighted recombination form. Notation: \( a_{ij} = \sum_{i=1}^{\mu} w_i a_{ij} \) indicates the weighted recombination average, where \( w_i \) are its coefficients and the index \( i \) denotes the \( i \)th best individuals, \( \mu_{\text{eff}} = 1 / \sum_{i=1}^{\mu} w_i^2 \) is the “variance
effective selection mass”, $E(\cdot)$ indicates the expected value, $c_0$, $c_{\text{conv}}$, $c_r$ and $d_r$ are empirical coefficients. Initially $C = I$, $p_c = 0$ and $p_r = 0$.

For further details refer to [13,27,14,15].

for $k = 1, \ldots, \lambda$

$$n_k \sim \mathcal{N}(0, I)$$ (7)

$$x_k = \sqrt{C} n_k$$ (8)

$$y_k = m + \sigma x_k$$ (9)

$$f_k = f(y_k)$$ (10)

end

$$m = m + \sigma \langle x \rangle_w$$ (11)

$$p_c = (1 - c_r)p_r + \sqrt{c_r(2 - c_r)} \sqrt{\mu_{\text{eff}}}(x)_w$$ (12)

$$C = (1 - c_{\text{conv}})C + \frac{c_{\text{conv}}}{\mu_{\text{eff}}} p_c p_c^T + c_{\text{conv}} \left(1 - \frac{1}{\mu_{\text{eff}}}ight) (xx')_w$$ (13)

$$p_r = (1 - c_s)p_s + \sqrt{c_s(2 - c_s)} \sqrt{\mu_{\text{eff}}}(n)_w$$ (14)

$$\sigma = \sigma \exp \left[ d_0 \left( \frac{\| p_c \|}{E[\| \cdot \|_2]} - 1 \right) \right]$$ (15)

In CMA-ES the choice of the population size ($\lambda$) is crucial. A small population ($\lambda \sim 10$) reduces the number of total evaluations to converge to a solution, but increases the number of required generations. On the other hand a large population ($\lambda \sim 100$), reduces the generations and augments the number of evaluations [14]. A high value of $\lambda$ also increases the robustness of the algorithm [14,15]. In terms of time to solution, a sequential cost function evaluation (4–8 h each) would make the use of large $\lambda$ impractical. Given our framework, which allows parallel evaluation and submission to supercomputing facilities, we chose to set $\lambda = 200$ to ensure robustness and fast convergence in terms of generations (<10, for a time to solution of the whole optimization of approximately ~100 h).

The search space is bounded as indicated in Table 1. Bounds are enforced during the sampling through a rejection algorithm, and we deal with invalid configurations (due to the end point constraint, see Fig. 1a and b) assigning a high default cost function value.

3.3. Coupling of flow solver and optimizer

The CMA-ES algorithm is not computationally costly and can be run on a local workstation. On the other hand, our cost function
evaluations are computationally expensive and require access to parallel architectures. We take advantage of the fact that cost function evaluations within a CMA-ES generation can be computed independently. We developed a multi-host CMA-ES framework that, through an automated scripting language, can distribute cost function evaluations across many hosts (CPU/multicore/GPU clusters). Each evaluation is submitted to one such host as a job. The framework waits until all evaluations are performed and collects the necessary results in order to proceed in the optimization procedure. This multi-host implementation greatly enhances CMA-ES performance in terms of available computational power as it allows the user to gather resources, without being limited to only one computing facility. The CMA-ES framework is completely independent from the problem-specific application, which is treated as a black box. The communication between optimizer and solver is carried out through the exchange of two files: one from CMA-ES to the application, containing the parameter set to be evaluated, and one from the application to CMA-ES, containing the corresponding computed cost function value. This way generality and flexibility are preserved and the interfacing between optimizer and application requires minimal code rewriting.

4. Results

4.1. CMA-ES and vortex methods with penalization: Experiment 1

The evolution of the optimization process for Experiment 1 using vortex methods with Brinkman penalization is shown in Fig. 2. As can be seen CMA-ES required six generations, for a total of 1200 cost function evaluations. Each evaluation run on 16 cores for approximately ~4 h. This entails a total of 80,000 CPU hours. Initially, the evolutionary optimization process produces irregular and highly asymmetric linked bodies arrangements. For example, the worst candidate in the first generation (Fig. 3) presents a large frontal area to the flow, leading to the shedding of powerful vortices that increase the measured drag. In the course of the optimization such configurations are discarded and the best solution found (Table 2a, Fig. 4) leads to a drag reduction of ~26%, with respect to the best candidate in the first generation.

Interestingly, in the present studies, and consistent with the findings in Rechenberg’s work, the optimal configuration (Figs. 4 and 2e) consists of a corrugated form and are not flat, as intuition would suggest. To make sure that CMA-ES did not get stuck in a local minima, without converging to the assumed optimum of a flat plate, we simulated the flat plate configuration (Fig. 5). It turned out that the best candidate performs slightly better than the flat plate (Fig. 6a), with a drag ~3.5% lower ($f_{\text{flat}} = 0.2966$). This drag reduction is attributed to the secondary vorticity produced at the first and second bending of the corrugated plate (Fig. 4). The secondary vorticity leads, along with the primary vorticity, to a stable asymmetric dipole like structure that has lower drag than that induced by the primary vortex alone on both sides of the plate. Furthermore this secondary vorticity weakens the primary vortex and, in turn, delays the instability and roll-up of the vortices that are shed in the wake on each side of the plate. The vorticity magnitude and spread in the wake is then slightly reduced with respect to the flat plate (all figures are plotted using the same color map and, as can be seen, Fig. 4 presents less intense vortices than Fig. 5), and there is accordingly a drag reduction for the corrugated configuration with respect to the flat plate.

The deviation of our solution from the one found in Rechenberg’s Experiment 1 (Fig. 2e) could be related to the different experimental conditions (Rechenberg’s experiments were carried out using compressible flow at unspecified Reynolds and Mach numbers) or to the fact that the solution identified by CMA-ES
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Fig. 3. Experiment 1 using vortex methods with Brinkman penalization: vorticity at different dimensionless times ($T$) for the worst candidate in the first generation of the optimization process.
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Fig. 4. Experiment 1 using vortex methods with Brinkman penalization: vorticity at different dimensionless times ($T$) for the best candidate ever of the optimization process.
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Fig. 5. Experiment 1 using vortex methods with Brinkman penalization: vorticity at different dimensionless times ($T$) for flat plate configuration.

<table>
<thead>
<tr>
<th>Vortex methods</th>
<th>Exp1</th>
<th>Exp2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>-10.82</td>
<td>6.24</td>
</tr>
<tr>
<td>$x_2$</td>
<td>13.23</td>
<td>-7.82</td>
</tr>
<tr>
<td>$x_3$</td>
<td>3.97</td>
<td>4.79</td>
</tr>
<tr>
<td>$x_4$</td>
<td>0.33</td>
<td>36.50</td>
</tr>
<tr>
<td>$x_5$</td>
<td>-5.77</td>
<td>36.99</td>
</tr>
<tr>
<td>$f$</td>
<td>0.2867</td>
<td>1.23321</td>
</tr>
</tbody>
</table>
(or by Rechenberg’s evolutionary strategy) may not correspond to the global minimum (stochastic optimization does not ensure that the global minimum is found). Finally we note that the present results involve two-dimensional simulations that may not represent all the governing flow physics of the three-dimensional flow configuration in the experimental setup.

4.2. CMA-ES and vortex methods with penalization: Experiment 2

The evolution of the optimization process for Experiment 2 using vortex methods with Brinkman penalization is shown in Fig. 7. CMA-ES performed seven generations, for a total of 1400 cost function evaluations. Each evaluation run on 16 cores for

![Graphs and diagrams showing the optimization process for Experiment 2.](image-url)
approximately ~8 h. This entails a total of 160,000 CPU hours. The best solution found (Table 2a, Fig. 9) leads to a drag reduction of ~14%, with respect to the best candidate in the first generation. As in Experiment 1, the initial candidates generated are highly inefficient, presenting large frontal areas to the flow, leading to the generation of powerful vortices (Fig. 8).

The best case found presents an angle of attack close to zero for the first and last plates of the structure, as in Rechenberg’s work (Fig. 7e). On the other hand, the inclination of the remaining plates is different: our solution favors a flat orientation of the second and third plate, with high angle of incidence for the fourth and fifth plate, while in Rechenberg’s work the middle plates present all the same angle. The drag measured in our simulations is lower than the one reported by Rechenberg (Figs. 7d, 7e, 10). As in Experiment one, such discrepancies could be related to the differences between the experimental setup and our two-dimensional simulations and/or to the fact that the solution identified by CMA-ES (or by Rechenberg’s evolutionary strategy) may not correspond to the global minimum. Nevertheless we wish to emphasize that the simulations presented herein are consistent with the results reported by the experimental studies of Rechenberg.

Fig. 8. Experiment 2 using vortex methods with Brinkman penalization: vorticity at different dimensionless times (T) for the worst candidate in the first generation of the optimization process.

Fig. 9. Experiment 2 using vortex methods with Brinkman penalization: vorticity at different dimensionless times (T) for the best candidate ever in the first generation of the optimization process.

5. Conclusions

In this work we developed a shape optimization process for drag reduction that entails a hybrid vortex particle method with Brinkman penalization, and covariance matrix adaptation evolution strategy. The process is demonstrated in shape optimization of linked flat plates for drag reduction. The present simulations are the first to repeat in silico the pioneering wind tunnel experiments in drag reduction using Evolution Strategies by Ingo Rechenberg. Without imposing any a priori knowledge, on the arrangement of the linked bodies, we show that a flat configuration (flat plate) is not a shape with a global drag minimum. This rather counterintuitive result is in agreement with experimental studies [9] and can be explained by the generation of a stable secondary vorticity over the linked bodies due to the slight corrugation in the optimal configuration. The proposed framework provides a flexible, robust tool for shape optimization problems, combining accuracy and computational efficiency. The framework is not limited to flow problems as the cost function is computed in a black box configuration and independent of the optimization process. Ongoing work focuses on enhancing the efficiency of the flow solver by using multi-resolution vortex methods [28,29] that can adapt the size of the computational elements dynamically to resolve the flow structures.
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